[image: ]Interpreting tables reporting tests of association and tests of effectiveness
Worksheet

Full resource: https://www.ncrm.ac.uk/resources/online/all/?id=20847


You are reading a paper reporting results from a cross-sectional survey, where researchers aimed to measure the association between undergraduate students’ self-appraisal of academic skills, measured on a scale from 1 to 5, where 1 is “not confident at all” and 5 is “extremely confident” and their marks, measured on a scale from 0 to 10. The results table reports the following:
	[bookmark: _Hlk177463494]
	B
	SE
	β
	p

	Writing skills 
	0.45
	0.10
	0.30
	.001

	Referencing skills
	0.25
	0.08
	0.20
	.015

	Critical thinking skills 
	1.10
	0.20
	0.50
	<.001

	Mathematic skills 
	-0.05
	0.05
	-0.05
	.300



1. Focus on the variable “Writing skills”
a. How do you interpret the B coefficient?   
b. What is the Standard Error (SE) reporting? 
c. How about the standardised β coefficient?
d. Is the association statistically significant?
2. “Focus on the variable” Referencing skills
a. How do you interpret the B coefficient?   
b. What is the Standard Error (SE) reporting? 
c. How about the standardised β coefficient?
d. Is the association statistically significant?
3. “Focus on the variable” Critical thinking skills
a. How do you interpret the B coefficient?   
b. What is the Standard Error (SE) reporting? 
c. How about the standardised β coefficient?
d. Is the association statistically significant?
4. “Focus on the variable” Mathematic skills
a. How do you interpret the B coefficient?   
b. What is the Standard Error (SE) reporting? 
c. How about the standardised β coefficient?
d. Is the association statistically significant?
5. Overall considerations
a. What additional considerations could you make when reading and interpreting this table?
Answers:
1a. The B coefficient represents difference in the predicted value of the outcome variable for each one-unit change in the predictor variable. Since it is positive, as the predictor increases, the outcome increases, too. For every one unit increase in the “writing skills” scale, the student’s marks increase by 0.45 units.
1b. The standard error of the B coefficient measures the accuracy of the estimated B coefficient in a regression analysis. It indicates how much the estimated B coefficient is expected to vary due to random sampling variability. It is difficult to interpret on its own, but it means that the true B coefficient is likely to fall within 0.45 ± (1.96 *0.10) (i.e., between 0.25 and 0.64) with a certain level of confidence (usually 95%)
1c. The beta coefficient is a standardized version of the B coefficient. It allows for comparison across different predictors by putting them on a common scale, typically ranging from -1 to 1. In this particular instance, it is not particularly helpful because the predictor variables are already on the same scale. 
1d. With the p-value <.05, the association is statistically significant.
2a. The B coefficient represents difference in the predicted value of the outcome variable for each one-unit change in the predictor variable. Since it is positive, as the predictor increases, the outcome increases, too. For every one unit increase in the “referencing skills” scale, the student’s marks increase by 0.25 units.
2b. The standard error of the B coefficient measures the accuracy of the estimated B coefficient in a regression analysis. It indicates how much the estimated B coefficient is expected to vary due to random sampling variability. It is difficult to interpret on its own, but it means that the true B coefficient is likely to fall within 0.25 ± (1.96 *0.08) (i.e., between 0.09 and 0.41) with a certain level of confidence (usually 95%)
2c. The beta coefficient is a standardized version of the B coefficient. It allows for comparison across different predictors by putting them on a common scale, typically ranging from -1 to 1. In this particular instance, it is not particularly helpful because the predictor variables are already on the same scale. 
2d. With the p-value <.05, the association is statistically significant.
3a. The B coefficient represents difference in the predicted value of the outcome variable for each one-unit change in the predictor variable. Since it is positive, as the predictor increases, the outcome increases, too. For every one unit increase in the “critical thinking skills” scale, the student’s marks increase by 1.10 units.
3b. The standard error of the B coefficient measures the accuracy of the estimated B coefficient in a regression analysis. It indicates how much the estimated B coefficient is expected to vary due to random sampling variability. It is difficult to interpret on its own, but it means that the true B coefficient is likely to fall within 1.10 ± (1.96 *0.20) (i.e., between 0.71 and 1.49) with a certain level of confidence (usually 95%). Compared to “writing skills” and “referencing skills”, we notice that the standard error is larger, so the precision of the estimate is smaller. 
3c. The beta coefficient is a standardized version of the B coefficient. It allows for comparison across different predictors by putting them on a common scale, typically ranging from -1 to 1. In this particular instance, it is not particularly helpful because the predictor variables are already on the same scale. 
3d. With the p-value <.05, the association is statistically significant.
4a. The B coefficient represents difference in the predicted value of the outcome variable for each one-unit change in the predictor variable. Since it is negative, as the predictor increases, the outcome decreases, too. For every one unit increase in the “mathematical skills” scale, the student’s marks decrease by 0.05 units.
3b. The standard error of the B coefficient measures the accuracy of the estimated B coefficient in a regression analysis. It indicates how much the estimated B coefficient is expected to vary due to random sampling variability. It is difficult to interpret on its own, but it means that the true B coefficient is likely to fall within -0.05 ± (1.96 *0.05) (i.e., between -0.15 and 0.05) with a certain level of confidence (usually 95%). 
3c. The beta coefficient is a standardized version of the B coefficient. It allows for comparison across different predictors by putting them on a common scale, typically ranging from -1 to 1. In this particular instance, it is not particularly helpful because the predictor variables are already on the same scale. 
3d. With the p-value >.05, the association is not statistically significant.
5a. There are some additional considerations that you should make when reading this table:
· What is the study sample size? The small standard errors suggest the sample size was appropriate, but it is important to know how many students were sampled in total to put the results into context.
· What is the demographic breakdown of the sample, for example what were the distributions for degree type e.g. humanities, stem? That would help us interpret the results, for example a sample that was rich in humanities students would explain the magnitude of the association for the variable “writing skills” compared to that of “mathematic skills”
· Related to the point above, consider whether results have been adjusted for potential confounders. For example, besides demographic variables, the researchers could have controlled for degree type e.g. stem vs humanities; route to university e.g. a-levels vs foundation year (during a foundation year students typically have access to significant academic skills training that not all students might have during college). Can you think of any more?


You are reading a paper where authors aimed to measure the association between individuals aged 50-60’s job characteristics and decision to take early retirement (before 60 years old). 
They report the following table:
	
	 Univariable associations
	Full model*

	
	OR
	95% CI

	p
	OR
	95% CI

	p

	Having a younger line manager
	1.12
	1.01-1.23
	.04
	1.05
	0.98-1.21
	.582

	[bookmark: _Hlk178066414]Fair opportunities for career progression
	1.00
	0.91-1.03
	.951
	0.99
	0.97-1.02
	.689

	[bookmark: _Hlk178067056]Satisfaction with pay
	0.98
	0.97-0.99
	.039
	0.92
	0.90-0.94
	.001

	Having supporting colleagues
	1.02
	[bookmark: _Hlk178152426]0.99-1.05
	.15
	0.92
	[bookmark: _Hlk178152533]0.89-0.94
	.000

	* Adjusted for age, gender, disabilities (y/n), number of co-morbidities



Questions:
1. Focus on the variable “having a younger line manager”
a. Looking at the unadjusted Odds Ratio, how do you interpret it?
b. How do you interpret the confidence interval of the unadjusted OR?
c. How do you interpret the adjusted Odds Ratio? 
d. How do you interpret the confidence interval of the adjusted OR?
e. Has the association changed when adjusting for control variables and how?
f. What do you think could have explained the change (if any change present)?
2. Focus on the variable “fair opportunities for career progression”
a. Looking at the unadjusted Odds Ratio, how do you interpret it?
b. How do you interpret the confidence interval of the unadjusted OR?
c. How do you interpret the adjusted Odds Ratio? 
d. How do you interpret the confidence interval of the adjusted OR?
e. Has the association changed when adjusting for control variables and how?
f. What do you think could have explained the change (if any change present)?
3. Focus on the variable “satisfaction with pay”
a. Looking at the unadjusted Odds Ratio, how do you interpret it?
b. How do you interpret the confidence interval of the unadjusted OR?
c. How do you interpret the adjusted Odds Ratio? 
d. How do you interpret the confidence interval of the adjusted OR?
e. Has the association changed when adjusting for control variables and how?
f. What do you think could have explained the change (if any change present)?
4. Focus on the variable “having supportive colleagues”
a. Looking at the unadjusted Odds Ratio, how do you interpret it?
b. How do you interpret the confidence interval of the unadjusted OR?
c. How do you interpret the adjusted Odds Ratio? 
d. How do you interpret the confidence interval of the adjusted OR?
e. Has the association changed when adjusting for control variables and how?
f. What do you think could have explained the change (if any change present)?
5. Can you think of more confounders that the researchers could have controlled for? How might have they changed the results?
6. You read an article in the local newspaper reporting on the study. The headlines say “If we want middle aged people to stay in the workforce they must have line managers of a similar or older age – it’s clear” and in the article you read: “Drawing on a large sample of ~10,000 employees from all over the UK, researchers found that those who are line managed by people who are younger than them, they are 12% more likely to leave their jobs. It is high time we banned millennials and gen z from managerial positions, or the older workforce will feel less valued and will leave en masse.” What is misleading about the headline? What is misleading about the article? How might you communicate the results better? 
Answers:
1a. An odds ratio (OR) of 1.12 means that the odds of early retirement occurring for employees who have a younger line manager are 1.12 times the odds of early retirement for employees who do not have a younger line manager. In simpler terms, employees with younger line managers are 12% more likely to report intention to retire early, compared to employees who have line managers who are either older or of a similar age.
[bookmark: _Hlk178064018]1b. This means that the true odds ratio lies within the range 1.01 - 1.23 with a 95% probability. Since the interval does not include 1, the association is statistically significant at <.05. In fact, the p-value is .04
1c. An adjusted odds ratio of 1.05 means that, after controlling for a number of potential confounders, the odds of early retirement occurring for employees who have a younger line manager are 1.05 times the odds of early retirement for employees who do not have a younger line manager. In simpler terms, employees with younger line managers are 5% more likely to report intention to retire early, compared to employees who have line managers who are either older or of a similar age.
1d. The confidence interval of the adjusted OR suggests that the true odds ratio lies within the range 0.98 - 1.21 with a 95% probability. Since the interval does include 1, the association is not statistically significant at <.05. In fact, the p-value is now .582
1e. Yes, the association has changed. The odds ratio, albeit in the same direction, is now smaller (1.05 vs 1.12) and the association is not statistically significant any longer.
1f. Controlling for confounders such as age, gender, disabilities and number of co-morbidities has led the association to attenuate and to be not statistically significant any longer, likely because one or more of these variables were influencing the association. For example, it might be that when employees had a higher number of co-morbidities, they were more likely to want to retire early regardless of their line managers’ age.  
[bookmark: _Hlk178066316]2a. An odds ratio (OR) of 1.00 means that the odds of early retirement are the same for both employees reporting fair career progression opportunities and those not reporting fair career progression opportunities. 
2b. This means that the true odds ratio lies within the range 0.91-1.03 with a 95% probability. Since the interval does include 1, the association is statistically significant at <.05. In fact, the p-value is .951
2c. An adjusted odds ratio of 0.99 means that, after controlling for a number of potential confounders, the odds of early retirement occurring for employees reporting fair career progression opportunities are 0.99 times the odds of early retirement for employees who do not report fair career progression opportunities. In simpler terms, employees reporting fair career progression opportunities are 1% less likely to report intention to retire early, compared to employees reporting fair career progression opportunities.
2d. The confidence interval of the adjusted OR suggests that the true odds ratio lies within the range 0.97-1.02 with a 95% probability. Since the interval does include 1, the association is not statistically significant at <.05. In fact, the p-value is now .689. 
2e. Yes, the association has changed direction. Albeit still not statistically significant, the odds ratio now suggests a reduction in the odds of early retirement for employees reporting fair career progression opportunities. Note the magnitude of the association is small (1%)  - virtually close to 0%, and not statistically significant, so we should not over emphasise this change of direction in the association. 
2f. Controlling for confounders such as age, gender, disabilities and number of co-morbidities has led the association to change direction, likely because one or more of these variables were influencing the association. However, given the small magnitude of the association (1%)  - virtually close to 0%, and the lack of precision in the estimate, we should not over emphasise the change of direction in the association when interpreting these results.
3a. An odds ratio (OR) of 0.98 means that the odds for employees reporting satisfaction with pay  are 0.98 times the odds of early retirement for employees who are not satisfied with pay. In simpler terms, employees who are satisfied with pay are 2% less likely to report intention to retire early, compared to employees who are not satisfied with pay.
3b. This means that the true odds ratio lies within the range 0.97-0.99 with a 95% probability. Since the interval does not include 1, the association is statistically significant at <.05. In fact, the p-value is .39
3c. An adjusted odds ratio of 0.92 means that, after controlling for a number of potential confounders, the odds of early retirement occurring for employees who are satisfied with pay are 0.92 times the odds of early retirement for employees who do not report satisfaction with pay. In simpler terms, employees reporting fair career progression opportunities are 8% less likely to report intention to retire early, compared to employees who are not satisfied with pay.
 3d. The confidence interval of the adjusted OR suggests that the true odds ratio lies within the range 0.90-0.94 with a 95% probability. Since the interval does not include 1, the association is statistically significant at <.05. In fact, the p-value is now .001. 
3e. Yes, the magnitude of the association has increased. The association was already statistically significant, but we observe an increase in the precision of the 95% confidence interval, which is now narrower. 
3f. Controlling for confounders such as age, gender, disabilities and number of co-morbidities has led the association to increase in magnitude, likely because one or more of these variables were influencing the association. For example, women might value their pay more than men, or employees with disabilities might place more importance on their pay. The evidence can help explain the mechanism underlying this change in the magnitude of the association, so it is always worth having a quick literature search to understand how the control variables might influence this association.
4a. An odds ratio (OR) of 1.02 means that the odds for employees who have supporting colleagues are 1.02 times the odds of early retirement for employees who do not have supportive colleagues. In simpler terms, employees who employees who have supporting colleagues are 2% more likely to report intention to retire early, compared to employees who do not have supporting colleagues.
4b. This means that the true odds ratio lies within the range 0.99-1.05 with a 95% probability. Since the interval does include 1, the association is not statistically significant at <.05. In fact, the p-value is .15.
4c. An adjusted odds ratio of 0.92 means that, after controlling for a number of potential confounders, the odds of early retirement occurring for employees who have supportive colleagues are 0.92 times the odds of early retirement for employees who do not have supportive colleagues. In simpler terms, employees who have supporting colleagues are 8% more likely to report intention to retire early, compared to employees who do not have supporting colleagues.
 4d. The confidence interval of the adjusted OR suggests that the true odds ratio lies within the range 0.89-0.94 with a 95% probability. Since the interval does not include 1, the association is statistically significant at <.05. In fact, the p-value is now .000. 
4e. Yes, the magnitude of the association has increased, changed direction, and the association is now statistically significant. 
4f. Controlling for confounders such as age, gender, disabilities and number of co-morbidities has led the association to increase in magnitude and change direction, likely because one or more of these variables were influencing the association. For example, employees with comorbidities and/or disabilities might benefit greatly from supportive colleagues, so if they have this resource in the workplace, they are more likely to stay on. The evidence can help explain the mechanism underlying this change in the magnitude of the association, so it is always worth having a quick literature search to understand how the control variables might influence this association.
5. Having a quick literature search can unearth more potential confounding variables. In my search, I have found the following: perceived health status (as opposed to number of co-morbidities. While the latter might seem a more objective indicator of health, we know that subjective assessments of one’s health status are important, too. For example, someone might feel tired and fatigued, which is not necessarily a co-morbidity, but that might impact one’s perceived health status). I also found evidence that self-rated work ability, partner retirement, greater pension wealth and high alcohol consumption were important predictors of early retirement.
6. The headline is misleading because it infers a cause-and-effect relationship between line managers’ young age and early retirement, while researchers report an association between the predictor and outcome. The article is misleading mainly for two reasons. First, the reporter focuses on the unadjusted odds ratio (1.12) when they mention a 12% difference. If they had considered the adjusted odds ratio, which is a more precise estimate, the magnitude of the association would be smaller - 5%. Second, they focus on the relative risk rather than the absolute, but what if I told you that out of the 6,464 employees who do not have a younger line manager (unexposed group), 567 (8.7%) report intentions to retire early, and out of the 4,881 who report having a younger line manager (exposed group), 492 (10%) report having a younger line manager? All of a sudden, these figures look less sensational, especially given that the proportion of people who report intentions to retire early in both groups are low to start with.  

You are reading a randomised controlled trial of a hand washing intervention delivered to secondary school students to increase their quality of hand washing. The outcome “quality of hand washing” is measured on a scale ranging from 0 to 10, where 0 means “extremely poor quality” and 10 means “excellent quality”. There are 137 pupils in the sample. 67 are in the control group and were exposed to standard practice (i.e. hand washing instructions on signage above the sink in school toilets). The 70 pupils in the intervention group received a hand washing intervention which included workshops, videos and weekly reminders of hand washing techniques on the school app. These are the results:

	
	
	Hand Washing Quality

	Time Point
	Group
	Mean 
	Standard Deviation
	p-value

	t0
	Control (n=67)
	4.5
	1.2
	

	
	Intervention (n=70)
	4.6
	1.3
	.78

	t1
	Control (n=67)
	5.0
	1.1
	

	
	Intervention (n=70)
	6.5
	1.0
	<.001

	t2
	Control (n=67)
	5.2
	1.2
	

	
	Intervention (n=70)
	6.8
	0.9
	.01


Questions
1. Would you conclude the hand washing intervention was effective? Why?
2. What do you notice about the mean between intervention and control group across time?
3. Besides statistical significance, what do you make of the importance of the results?
4. Can you think of any variables you might have controlled for in the analysis?
Answers
1. The hand washing intervention was effective because, while the mean hand washing quality increases in both groups, the p-values at t1 at t2 are <.05, meaning that the mean difference is statistically significant. 
2. The mean hand washing quality score for the intervention group showed a significant increase from 4.6 at t0 to 6.5 at t1, nearly a two-point improvement. However, the increase from t1 to t2 was smaller, rising only from 6.5 to 6.8 (0.3 points). This suggests that the intervention led to a steep initial improvement in hand washing quality, but the rate of improvement slowed over time.
The timing of t1 and t2 is crucial for interpreting these results. If t1 was 2 weeks after the intervention and t2 was 1 month later, we might be concerned about the sustainability of the effect. Conversely, if t1 was at 3 months and t2 at 9 months, the results would be more reassuring. We could hypothesize that periodic refreshers of the intervention, perhaps every nine months, might help sustain its effectiveness over time.
The control group also showed a similar pattern, with a larger increase at t1 compared to t2, indicating an overall improvement in hand washing quality. This might be due to increased awareness of the importance of hand washing over time.
3. Besides considerations around timings that we raised in the answer above, it is also important to consider the cut-offs for the quality of hand washing scale. If scores below 7 are deemed unsatisfactory, then while the intervention is effective in increasing hand washing quality, the improvement may not be sufficient to justify its implementation.
4. Researchers could have controlled for variables that might affect the association between the intervention and the outcome, for example, parents’ professional background. For instance, parents working in health, care, or teaching professions might be more aware of the importance of effective hand washing to prevent the spread of germs and could have taught this to their children. Additionally, students’ age is likely a potential confounder, as older students may be more aware of hygiene requirements. Always check your assumptions through a literature search. 
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